
Exploring Multi-Paradigm Modeling Techniques

Cécile Hardebolle
cecile.hardebolle@supelec.fr

Frédéric Boulanger
frederic.boulanger@supelec.fr

SUPELEC – Computer Science Department
3 rue Joliot-Curie
91192 Gif-Sur-Yvette cedex, France

Abstract

Multi-Paradigm Modeling (MPM) addresses the necessity of using multiple modeling paradigms when designing complex sys-
tems. Because of its multi-disciplinary nature, the MPM field involves research teams with technical backgrounds as different
as control science, model checking, modeling language engineering or system-on-chip development. In this paper, we propose
to explore the MPM domain through a survey of existing techniques from different horizons. Since the heterogeneity of models
is at the heart of Multi-Paradigm Modeling, we first identify the sources of this heterogeneity and introduce the problems it
raises. Then we show how the different existing techniques address these problems.
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1 Introduction

In the context of Model Driven Engineering (MDE), models have taken an increasingly important role at the heart
of the development processes in system engineering. This evolution has come along with the significant multipli-
cation of modeling languages dedicated to particular domains or applications, called “domain specific modeling
languages” (DSMLs or DSLs) [1]. Capturing specific knowledge and adapted know-how, these languages are con-
sidered as a key feature to gain efficiency and productivity as well as to improve the quality of systems [2]. MDE
is now being applied to the design of complex systems, one characteristic of which is their inherent heterogeneity.
Because of this characteristic, their design requires inevitably the joint use of several DSLs. Therefore, in this
context, the heterogeneity of systems entails the heterogeneity of models.

The heterogeneity of models raises many issues and makes the development process particularly difficult. The
necessity to address these issues is now widely admitted [3, 4, 5] and research on this subject recently gave birth to
a domain called “Multi-Paradigm Modeling” (MPM) [6]. However, it is important to note that the problem of the
heterogeneity of models is not new. Techniques have been developed to solve heterogeneity problems in several
fields even before MDE existed. But the problem of heterogeneity has spread with the development of MDE and
requires now a more global treatment. Therefore, one of the main challenges of MPM is to bring a global vision
of the issues, of the state of the art and of the terminology that relate to the heterogeneity of models.

In this paper, we explore the MPM domain through a survey of different existing techniques which deal with
the heterogeneity of models1. To better understand the problems raised by the heterogeneity of models, we had to
get back to its origins. The results we obtained on this subject, which are also presented in this paper, help putting
this survey into perspective and we believe that they complement the existing definitions of the MPM domain.

The paper is organized as follows. First, in Section 2, we highlight the causes of the heterogeneity of models
with regard to the use of modeling techniques during the typical development cycle. Then, in Section 3, we propose
a definition of the domain of Multi-Paradigm Modeling which focuses on the identified causes of the heterogeneity
of models. Section 4 presents a survey of existing techniques from different fields which we consider as MPM
techniques. We propose a set of different qualities which we consider important for MPM approaches in Section 5.
We conclude this paper in Section 6.

1 It is important to note that our work focuses on the modeling of the behavior of systems.
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2 The heterogeneity of models: back to the basics

The problem of the heterogeneity of models is at the center of multi-paradigm modeling. In order to emphasize the
issues in multi-paradigm modeling, we propose to turn to the elementary causes of the heterogeneity of models.
Our goal in this section is to illustrate on an example why different models of a given system are used throughout the
design cycle. But before describing the example, we first precisely define what we mean by “modeling language”.
Indeed, if it is usually agreed that modeling languages are the source of the heterogeneity problem, it seems that
there is no clear consensus on the definition of a modeling language. We also discuss the meaning of the words
“formalism” and “paradigm”, which are often used alternatively in the MPM domain.

2.1 Modeling language, modeling formalism and modeling paradigm
A model is necessarily expressed in a language, which is usually called in the context of modeling, a “modeling
language”. Since MDE models are digital models2, the modeling languages that we consider in this paper are
computer languages — which are sometimes also called “software languages”. There are many different ways to
define a computer language. Following [7] and [8], we assume that the definition of a modeling language consists
of3:

• an abstract syntax, which defines the abstract concepts from which models are built. In the context of MDE,
the abstract syntax of a modeling language is often described by a meta-model. For DSLs, the concepts that
are part of the abstract syntax are very close to domain concepts.

• a semantics, which defines how the abstract concepts are to be interpreted (by humans and/or by comput-
ers). Semantic definitions may take several forms: specifications written in natural language or in another
computer language, formal semantics, mathematical definitions, etc. The semantics of a modeling language
may even be defined by a tool implementation or by model transformations [10].

• a concrete syntax, which defines a notation for the language and gives a concrete representation of each
element of the abstract syntax in this notation. A concrete syntax can be textual, graphical, or both.

Some languages used to model the behavior of systems are executable. This means that there is an algorithm
which is able to compute a behavior of a model according to the semantics of the modeling language.

We call modeling formalism a modeling language which has a formal syntax and a formal semantics. The
usual meaning of “formal” involves a mathematical definition. For instance, Petri nets are a modeling formalism.
However, work such as [7] consider that “formal” means precisely and unambiguously defined (which may not
necessarily involve a mathematical definition). We consider this nuance interesting since it emphasizes the need
for the precise definition of the semantics of modeling languages, which is of prime importance in the context
of heterogeneous modeling. As we will see in the following, mathematical definitions are very useful but not
absolutely required.

The word “modeling paradigm” is much more abstract, therefore it cannot be defined with as much precision.
According to G. G. Nordstrom [11], a modeling paradigm is a “a set of requirements that governs how any system
in a particular domain is to be modeled”. Our own interpretation is that a modeling paradigm can be considered
as a mindset for modeling. As such, it can be implemented by several languages or formalisms. For instance, the
synchronous reactive paradigm is implemented by Lustre [12], Esterel [13] and Signal [14]. It is important to note
that, on the other hand, a given language or formalism may be based on several modeling paradigms. This happens
in particular in the case of languages which are the union of other (and older) languages. A typical example
is VHDL-AMS, which relies both on a discrete time modeling paradigm and on a continuous time modeling
paradigm.

In the following, we will sometimes use the word “modeling technique” when a more encompassing meaning
is needed to denote a modeling mean which can be a language, a formalism, a paradigm, or a tool.

2.2 On the use of modeling languages
At some point in the design of a system, the use of a given modeling language instead of another one depends on
many criteria. In this section, we try to illustrate that, while some of these criteria may be subjective (i.e. may
basically depend on the preferences of the designer), others are more rational and can therefore be identified rather
precisely. These criteria can then help characterize the causes of the heterogeneity of models.

2 As opposed to models on paper or to prototypes.
3 This definition, which is quite general, also holds for programming languages. Actually, we consider that the difference between a

programming language and a modeling language is only a matter of abstraction level. Therefore, as R. France and B. Rumpe do in [9], we
consider that, in the case of software, “source code is a model of how the system will behave when executed”.
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Fig. 1: A cell-phone example Fig. 2: Four causes for the heterogeneity of models

2.2.1 Introductory example

We consider the example of a multimedia cell-phone as shown on Figure 1. This cell-phone is a complex system
since, even if it is not composed of a high number of elements, it involves several technical domains such as signal
processing, software, opto-electronics, electronics, radio, power systems, networks etc. In this example, we adopt
a development process which follows the traditional V cycle (see Figure 2). We believe that the results obtained
on this example can be adapted to other development cycles. In the following, we detail what types of models are
generally necessary to design this system in a MDE context.

First, for the design, this system will typically be split into subsystems for study by different dedicated expert
teams. For example, one team will work on the signal processing chain while another will work on the embedded
software applications. In signal processing applications, dataflow-oriented modeling tools such as Simulink by
The MathWorks are commonly used. For embedded software design, many modeling languages can be used,
among which UML (which may be used through a specific profile such as MARTE4), Statecharts, Communicating
Sequential Processes or synchronous reactive languages such as Lustre/Esterel [13] (supported by the SCADE tool
suite by Esterel Technologies).

Another important aspect of the development process is that the design of each subsystem progresses through
different levels of detail. Designers start with specifications with a high level of abstraction and then refine and
transform the subsystem models until they lead to an implementation. During the refinement process, a change in
the modeling language may be necessary to capture particular design details. For example, if Finite State Machines
are used to represent the logic of the software controller of the cell-phone, in a refinement step a timed version of
Finite State Machines could be used to model timeouts, delays, etc.

Furthermore, the development process usually goes through distinct stages. The adequacy of a modeling
technique depends very often on the considered stage of the process and on the activities which are carried out
during this stage. For instance, during the requirement analysis phase, UML Sequence diagrams would be suitable
for representing usage scenarios regarding the software controller of our cell-phone. For a static deadlock check in
the verification stage, a representation of the behavior of the software controller and its environment as Petri nets
would be more appropriate.

At last, besides the functional point of view, each subsystem also has to be studied from several other points of
view in order to determine its non-functional properties — such as the performance, the energy consumption, etc.
For instance, if we consider one objective of the design of our cell-phone which is the determination of the capacity
of its battery, a power consumption-oriented view of the behavior of its software controller may be necessary. Such
a model would probably involve differential equations or hybrid automata.

On this example, we observe that the choice of the appropriate modeling technique depends mainly on four
criteria in addition to the designer’s own preferences:

• the different technical or application domains involved in the system under design [15]: software, hardware,
control, signal processing, etc.

• the different levels of abstraction at which the system is studied [4]: system level, algorithm level, register
transfer level, etc.

• the different stages of the development cycle and their specific activities [15]: requirement analysis, design,
verification, etc.

4 MARTE is a UML profile for Modeling and Analysis of Real-Time and Embedded systems (http://www.omgmarte.org/).
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• the different specific aspects to analyze during the design, which require a study from different points of
view [16]: function, performance, power consumption, etc.

2.2.2 Modeling goals

These four criteria — domain, abstraction, activity, view — which are strongly tied to each other, characterize the
purpose of a designer when he realizes a model of a system. These criteria form what we call a modeling goal. We
represent a modeling goal by a 4-tuple <domain, abstraction, activity, view> where:

• domain is the technical or application domain of the considered system or subsystem;

• abstraction refers to the level of detail at which the system or subsystem is studied;

• activity is the current activity of the designer in the development process;

• view corresponds to an aspect under which the system or subsystem is considered.

During the whole development process (see Figure 2), changes are necessary:

• in the level of abstraction when refining models;

• in the view when exploring the different aspects of a system;

• in the domain when using techniques that are suitable to a particular field. Such a change may also happen
jointly with a change of view or a change of the level of abstraction (e.g. when refining a model based on
logical equations into a model in which the equations are implemented by transistors).

• and in the activity when going through the different stages of the development cycle.

Each of these changes generally requires a change of modeling technique in order to use the technique which suits
the modeling goal best.

Such changes are both unavoidable and essential. They are unavoidable because, for instance, an embedded
software developer obviously cannot use the same modeling technique as an electronics engineer. They are also
essential because the use of a well mastered modeling technique allows a specialist to concentrate on its design
problem and therefore to avoid design mistakes.

As a consequence, at each moment in the development process, a system is described by a collection of models
expressed in different languages, i.e. heterogeneous models.

2.3 The heterogeneity problem
Heterogeneous models which represent the same system at a given moment in the development process do not
form a global model of this system. Yet, such a global model is necessary to study global properties of the system.
Indeed, such properties are very hard to infer from several isolated models, in particular in the case of a complex
system. The manual integration of heterogeneous models to obtain a global view of the system is both tedious
and error prone, not to mention issues related to traceability and maintainability. The analysis, the verification and
the validation of properties of the whole system, in particular properties on its behavior [5], are therefore major
difficulties.

In Section 2.1, we pointed out the difference between a modeling language and a modeling paradigm. In our
opinion, this difference entails different levels of difficulty for the heterogeneity problem.

2.3.1 Several levels of difficulty

We recall here that we consider a modeling paradigm as a mindset for modeling. Thus, we consider that a mod-
eling paradigm can be implemented by several languages (or formalisms). Moreover, we consider that a given
modeling language can be based on several paradigms. As a consequence, several cases of heterogeneity are to be
distinguished depending on the languages and paradigms involved in the considered models: (1) models described
in different languages but with a unique underlying paradigm; (2) models described in different paradigms but with
a unique representation language; and (3) models described in different paradigms and different languages. These
three cases are presented in Table 1.
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Identical paradigms Different paradigms
Identical languages homogeneous heterogeneous (2)

Different languages heterogeneous (1) heterogeneous (3)

Tab. 1: Types of heterogeneity

(1) Models described in different languages but with a unique underlying paradigm.

In this case, the languages which are used in the different models all rely on (quasi) identical paradigms. As
an example, let us consider a model described in SyncCharts [17] and a model described in Esterel [13]. Both
SyncCharts and Esterel rely on the synchronous-reactive paradigm but in SyncCharts a system is represented
by state machines whereas in Esterel a system is represented by synchronized concurrent processes. Since
both SyncCharts and Esterel rely on the synchronous-reactive paradigm, it is possible to rewrite a SyncCharts
model into an Esterel model without loosing any information. As a consequence, the heterogeneity in this
case is rather the heterogeneity of format.

(2) Models described in different paradigms but with a unique representation language.

This happens when a unique language is used in the different models but the underlying paradigms are
different. Two different types of situations lead to this case:

• In the first type of situation, the models are described in a language which supports several paradigms,
such as VHDL-AMS for instance. In such a case, the language creates a semantic bridge among the
underlying paradigms. As a consequence, the integration of the models to form a global model of the
system generally does not present important difficulties.

• The second type of situation regards models which were originally described in different languages
with different underlying paradigms and which were translated into a common language. Let us con-
sider the example of a model described in Simulink and a model described in Esterel. If we generate
C code for both models, we obtain representations of these models in a common language. However,
because the underlying paradigm of Simulink is radically different from the underlying paradigm of
Esterel, the generated C code is designed completely differently. As a consequence, the integration of
these representations to form a global model of the system in the C language can be very difficult. It
requires, in particular, the adaptation of the data structures and the control flows (function calls) of the
different models.

(3) Models described in different languages with different underlying paradigms.

This last case regards models which are described both in different languages and in different paradigms.
This case presents the higher level of difficulty, since such languages usually share almost no concepts and
almost no semantics. Let us illustrate this case using a SyncCharts model and a Simulink model. These
models are described both in different paradigms and in different languages. However, it may be desirable to
compose these models in order to obtain a global description of the behavior of a system. For instance, the
Simulink model may describe the behavior of the system when it is in a particular mode, which is represented
by a “state” in the SyncCharts model. A number of questions have to be answered for such a composition to
have a well defined semantics. For instance, the way the discrete events from the SyncCharts model should
be interpreted in the Simulink model, which uses continuous time, must be defined; the same is true of
what happens to the state of the Simulink model at the entry or at the exit of a mode, etc. This last case of
heterogeneity is, to our opinion, the most difficult to handle.

In conclusion, we observe in this table that the heterogeneity of paradigms (represented by the cases of the
second column of the table) is the major source of difficulty in the heterogeneity problem.

2.3.2 One research domain?

In literature, approaches which deal with the different facets of heterogeneity are presented under different names
such as “multi-paradigm modeling”, “multi-formalism modeling”, “multi-language modeling”, “multi-view mod-
eling”, “multi-modeling”, etc. In this paper, we advocate for a “unified” vision of heterogeneity, with different
types of causes, different levels of difficulty and different types of approaches (which are presented in Section 4).
We believe that a research field which would encompass the several types of existing approaches would therefore
provide a more coherent environment for research on the heterogeneity problem. The work by P. Mosterman and
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H. Vangheluwe in [6] is a first step toward such a field, which they call “Computer Automated Multi-Paradigm
Modeling (CAMPaM)”. In the following section, we present CAMPaM and we propose to complement its defini-
tion using the results presented in the previous sections in order to form the Multi-Paradigm Modeling domain.

3 The Multi-Paradigm Modeling domain

3.1 Existing definitions
In [6], P. Mosterman and H. Vangheluwe propose to define Computer Automated Multi-Paradigm Modeling
(CAMPaM) as the field relying on three research directions: (1) model abstraction, i.e. dealing with the relation-
ship between models at different levels of abstraction; (2) multiformalism modeling, i.e. coupling and transforming
models described using different formalisms; and (3) meta-modeling, i.e. describing modeling formalisms.

In our point of view, the coupling and the transformation of models as well as the description of modeling
formalisms are techniques which can be used to achieve multi-paradigm modeling. We consider that these two
topics already are research fields in the domain of Model Driven Engineering in general [9]. We believe that
the Multi-Paradigm Modeling domain would benefit from a focus on the causes of the heterogeneity problem
as introduced in Section 2. The heterogeneity of levels of abstraction in models as cited in the research axes of
CAMPaM is one of these causes, and we propose to extend the definition of MPM to the heterogeneity of domains,
of views and of activities. We think that such a modification in the definition of the MPM domain would not only
help to differentiate the MPM domain from other research domains such as MDE, but it would also help to select
among the various existing techniques depending on the cause(s) of heterogeneity they address (i.e. not only on
their underlying mechanisms). Moreover it would take into account in a better way other work such as the work
by E. A. Lee on the heterogeneity of models of computation [18] (which we detail in Sections 4.2.3 and 4.3.3).

We propose to provide a general definition of the Multi-Paradigm Modeling (MPM) domain as the field which
addresses the issues resulting from the heterogeneity of models with the primary objective of easing the joint use
of heterogeneous models during the development cycle. Achieving this goal involves the automation of different
actions on models such as the transformation, the composition, the co-execution, etc. We detail the research axes
that we foresee for this research field in the next section.

3.2 Research axes
Following from the four causes of the heterogeneity of models that we have introduced in Section 2.2.2, we identify
four main sources of difficulties in the MPM field: (1) the composition of models from different domains, (2) the
formal or automatic processing of the abstraction/refinement relationship between heterogeneous models, (3) the
joint use of multiple views of a given system, and (4) the use of related models of a system for several activities (e.g.
for design, for test generation, for code generation and for model-checking). We give an insight of the respective
issues of these four research axes in the following sections.

3.2.1 Composition of models from different domains

As we have seen in Section 2.2.2, the modeling techniques which are used in different domains or different techni-
cal field are very often completely different. Composing models from different domains is necessary in particular
when dealing with models of different parts of a system.

Several issues arise when composing models from different domains. The first questions to answer are (a) can
the models be composed and (b) if yes, will the composition yield the expected result. These questions arise
because of the semantic differences which may exist among the modeling paradigms involved in the models to
compose. Solving these issues requires the comparative analysis of the considered modeling paradigms. Assuming
that these first two issues are solved, the next problem is to determine how to realize the composition. Several
possibilities exist, as we will see in Section 4. Then, once models are composed, one remaining issue is the
verification of the preservation of the semantics of the models in the composition. Indeed, if the semantics of the
models involved in the composition is modified by the composition process, their maintenance and their evolution
become major difficulties and may cause design incoherences in the modeled system.

3.2.2 Abstraction/refinement relationship between heterogeneous models

As introduced in Section 2.2.2, during the typical development process, models are progressively refined until they
lead to an implementation. The “refinement” mechanism is used to build a model by adding details to a model
whereas the “abstraction” mechanism is used to build a model by hiding details in a model. In these mechanisms,
the considered models are linked by a particular relationship which we call the abstraction/refinement relationship
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— but which is specifically called the “conformance” relationship in the B method [19]. The abstraction/refinement
relationship sets preservation constraints on the properties of the involved models (this characteristic differentiates
the abstraction/refinement relationship from the view relationship).

In the context of a manual refinement process, a well-known issue is to prove that a model obtained by refining
a source model is really a refinement of this source model. In other words, the main problem in this context is
to prove that the behavior specified by the more detailed model conforms to the behavior specified by the more
abstract model. In an homogeneous context, behavioral refinement can be defined through the notion of simulation
for state-based models, or through the preservation of logical properties, as in the B method for instance. For
state-based models, the more detailed model is considered as a behavioral refinement only when it is simulated by
the more abstract one. In methods such as B, a model is said to be a behavioral refinement of another model when
it satisfies all the logical properties which hold for the more abstract model. In an heterogeneous context, defining
the conformance relation between models may be an issue in itself.

Other issues in this context relate to the automation of the abstraction or of the refinement process through
the use of model transformations, a topic which closely relates to the OMG’s MDA (Model Driven Architecture).
In an heterogeneous context, such model transformations are to be designed not only to hide or to add details to
models but also to translate them.

At last, difficulties also arise from the composition of models at different levels of abstraction. The heterogene-
ity of abstraction levels brings compatibility issues, which often come in addition to issues caused by other types
of heterogeneity (this is true in particular in the case of the heterogeneity of domains as detailed in the previous
section).

3.2.3 Joint use of multiple heterogeneous views

As illustrated in Section 2.2.2, several views are used when studying different aspects of a given system (in par-
ticular for studying non-functional properties). We call views models which represent the same part of the same
system but from different perspectives. These views are generally linked to each-other by common elements which
influence the observation of the system which is made through each view. For instance, the power consumption
of a software controller which has different functioning modes may vary depending on its mode. Therefore, the
function influences the power consumption and the notion of mode is shared between the functional view and the
power consumption view of the software controller.

A first category of difficulties in this context regards the consistency among views. Two main trends for the
handling of the consistency among views can be distinguished: the detection of inconsistencies a posteriori, i.e.
after having built several views of a system, and the use of a derivation process for building consistent views of
the system. Consistency problems also arise when changes in the design of a system impact multiple views at the
same time. The consistency must be preserved in spite of the change, and the automation of the propagation of
changes among views is highly desirable in this case.

Other types of issues relate to the merging of overlapping views to form a model of a system which takes all
aspects into account. This action of merging views in a model is often named “model weaving” [20]. Difficulties in
this domain regard the identification of the overlapping parts in the different views to ensure their correct integration
in the resulting model. This category of issues closely relates to aspect oriented development which, applied to
models, is addressed in a research field known as Aspect Oriented Modeling [21].

Solutions to the issues in this particular research axis lie in the formalization of the relationship between views.
Of course, the heterogeneity of the modeling languages used in the different views makes these categories of
problems more complex. In this context, we foresee a potential interest in exploring solutions in which views are
not merged but rather used jointly to answer questions on the global properties of the behavior of a system (for
simulation or for verification, for instance). We believe that this would help limiting maintenance and evolution
problems on the considered views.

3.2.4 Use of related models for different activities

The last of our four research axes focuses on the fact that, even when considering only one aspect of one part
of a system, different models of this part of the system are generally required for different design activities. For
instance, the model of the specifications of a component used in the “implementation” activity will generally be
different from the model of the same specifications used in the “verification” activity, where an implementation
is checked against these specifications. At the origin of this difficulty is the fact that the tools which are used in
the different activities of the design cycle are based on different theoretical foundations. Since the use of different
theoretical foundations leads to different modeling formalisms, it is difficult to maintain the consistency of the
models of a given component used in different activities.
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At typical example of the use of several related models of a system for different activities occurs when the
behavior of the system must be modeled for both model-checking and code generation. There exists languages
such as Esterel which have a mathematically defined semantics and can be used for execution, model-checking
and even to express the properties to be checked. However, their use is not always possible, and they are not
suitable for all stages of the development cycle. In the general case, different activities such as verification and
code generation call for different models. Therefore, more global solutions are needed to ensure the consistency
of all the models used for different activities all along the development process.

4 Multi-paradigm modeling techniques

Now that we have introduced the Multi-Paradigm Modeling (MPM) domain, we propose to explore existing tech-
niques which address its issues. Because of its inherent multi-disciplinary nature, MPM involves research teams
with technical backgrounds as different as control science, signal processing, model checking, modeling language
engineering or system-on-chip development. We have identified several types of techniques, from different hori-
zons, which help achieving the objectives of Multi-Paradigm Modeling as defined in Section 3. We introduce these
techniques in the following sections. We present the principles of each category of techniques and give examples
of existing approaches. We provide details only for illustrating the various approaches, more information can be
found in the cited papers. We do not pretend that this survey is exhaustive, however, it is an attempt to give an
overview of approaches which we consider as part of the state of the art of MPM.

4.1 Specific approaches
Numerous approaches target the combination of specific paradigms, in particular to solve issues related to the
heterogeneity of time and synchronization.

The combination of continuous and discrete time in models has been extensively investigated in approaches for
modeling hybrid systems. Overviews of these key techniques are provided in [6] and in [22]. The cited approaches
include hybrid automata, VHDL-AMS, Simulink/Stateflow and Modelica [23]. The DEVS formalism [24], pro-
posed by B. P. Zeigler, can also be classified in this category since it allows the description of systems based on
both state transitions and differential equations.

With regard to the heterogeneity of synchronization, several approaches address the issues related to “Globally
Asynchronous - Locally Synchronous” (GALS) systems [25]. A survey of the state of the art in GALS architectural
techniques, design flows and applications is proposed in [26].

At last, research on hardware/software codesign and system-on-chip design has also lead to approaches com-
bining specific paradigms, one example of which is proposed in [27]. We would like to emphasize here that, due to
the specific role that hardware plays for software — the role of “execution platform” — the design cycle for hard-
ware/software codesign and system-on-chip design is different from the typical V cycle that we have introduced in
this paper. The hardware/software heterogeneity causes particular problems in the context of this specific design
cycle (e.g. problems related to allocation, synthesis, etc.), which are not the main topic of this paper.

Pros and cons We call the approaches introduced in this section “specific approaches” because they
address the heterogeneity problem in an ad-hoc manner and allow the combination of restricted sets of
modeling paradigms or languages. These restrictions allow such approaches to provide very efficient sup-
port for the specific heterogeneity they address. However, in the context of MDE, the number of modeling
languages tends to increase with the generalization of language definition techniques. That is why more
flexible approaches are needed in order to address the heterogeneity problem for an open set of modeling
languages. However, when a modeling problem fits the constraints of a specific approach, this approach
will generally be more efficient than a more flexible one.

4.2 Approaches addressing the capture of modeling languages
Approaches which support an open set of modeling language must provide a way to capture the syntax and the
semantics of modeling languages. Several techniques exist for addressing this issue. Strictly speaking, these
techniques are not part of the state of the art of MPM. However, we consider that an overview of these techniques
is necessary for the understanding of the rest of the paper.

Well known techniques for describing the semantics of modeling languages formally include logics, algebras
and co-algebras5 [28]. In the context of MDE, as emphasized by P. Mosterman and H. Vangheluwe in [6], meta-

5 The notion of co-algebras is the dual of the notion of algebra. Algebras are meant to describe how to construct objects whereas co-algebras
are meant to describe observations of objects. It is possible to compose co-algebras like it is possible to compose algebras, by using the dual
composition operations.
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modeling is a key technique to capture the abstract syntax of modeling languages. Several possibilities exist to
capture the semantics of a language whose abstract syntax is expressed as a meta-model. We present some of them
in the following sections.

4.2.1 Kermeta

Using Kermeta [29], for instance, it is possible to give an executable semantics to a modeling language by defining
methods with an imperative semantics for the elements of its meta-model. Each element of the meta-model is
provided an execution method. For instance, in the meta-model of a language based on a simple version of finite
state machines, an execution method can be provided to the element which represents the notion of transition in
order to specify what happens when a transition is fired. Since the execution operations are defined at a “meta”
level, it is possible to execute any model which conforms to the meta-model of the language.

4.2.2 Semantic Units (SUs) and semantic anchoring

Semantic Units, which are introduced in [30], are another method to describe the semantics of a language whose
abstract syntax is defined using a meta-model. The principle of Semantic Units is similar to the principle of
Kermeta since the goal of a Semantic Unit is to attach an execution semantics to the elements of the meta-model
which represent the abstract syntax of a modeling language.

A Semantic Unit is composed of (a) an abstract data model and (b) a set of operational rules defined on the
elements of (a). Both the abstract data model and the operational execution rules are described in AsmL (Abstract
State Machine Language) [31]. A mapping associates the elements of the meta-model of the language to the
elements of the abstract data model of the Semantic Unit. Therefore, this mapping anchors the abstract syntax of
the language — the meta-model — to the operational semantics defined by the execution rules in AsmL.

4.2.3 Models of Computation (MoCs)

Another way to define a modeling language (syntax and semantics), is based on the concept of Model of Compu-
tation (MoC). We will see in this section that MoCs present interesting features for addressing heterogeneity.

The concept of MoC as used in this paper is the concept introduced by E. A. Lee. In his work, a MoC
is viewed as a set of characteristics which are common to several (component oriented) modeling languages.
For instance, different languages for describing sequential processes which communicate by rendezvous involve
the same model of computation — Communicating Sequential Processes (CSP). In the same way, languages for
describing processes which communicate synchronously through signals involve another model of computation —
Synchronous Data Flow (SDF). In summary, a MoC corresponds to a class of modeling languages for which the
computation and the communication characteristics are similar. In most cases, a model of computation corresponds
to a modeling paradigm (as defined in Section 2.1).

In [32], E. A. Lee and A. L. Sangiovanni-Vincentelli describe and compare the properties of several models
of computation in a theory called the “Tagged Signal Model”. In this theory, the behavior of a system (or of a
component) is viewed through the notion of “signal”. A signal is made of events, which are value-tag pairs. A
model of a system (or of a component) is a set of signals which represent the possible behaviors of the system (resp.
component). A model of computation restrains the sets of possible values and of possible tags on which signals
are expressed, and defines composition rules which determine how the behaviors of components are composed in
the model.

The concept of model of computation has been implemented in the Ptolemy II project [5]. The Ptolemy
approach relies on (a) an actor-oriented abstract syntax and (b) the notion of “domain”. The abstract syntax of
Ptolemy is made of few simple elements, as illustrated on Figure 3. In this syntax, the primary elements are
actors [33], a special kind of components. Actors communicate through ports and interact through relations. A
Ptolemy “domain” defines the set of rules which define how a model is to be interpreted according to a particular
model of computation. Each domain is implemented in Ptolemy by a “director” class and a “receiver” class. A
director is in charge of controlling the execution of a model according to the computation rules (the “execution
model”) of a MoC whereas the role of a receiver is to implement the communication rules (the “interaction model”)
of a MoC. In the context of Ptolemy, heterogeneous models are models which involve different domains, that is to
say different models of computation.

The major advantage of this approach is that the same abstract syntax is used for all models. The semantics
of each model is defined by its associated domain. To give an intuitive illustration of this point, let us consider
the example presented on Figure 4. In this example, we consider three models which are syntactically identical.
However, their associated domains (i.e. models of computation) are different. We give an intuitive graphical
representation of the semantics of each model as it is interpreted according to its domain. The first model, which is
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Fig. 3: Abstract syntax of Ptolemy Fig. 4: Interpretation of the same model by different MoCs

interpreted according to the Finite State Machine domain (FSM), represents an automaton with two states, A and
B, and two transitions triggered by the events u and v. The second model, which is interpreted according to the
Synchronous DataFlow domain (SDF), represents two processes, A and B, which exchange synchronously u and v
data samples on communication channels. The third model, which is interpreted according to the Communicating
Sequential Processes domain (CSP), represents two processes, A and B, which exchange the values u and v by
rendezvous.

Having a unique abstract syntax for representing models simplifies the heterogeneity problem since there is
no need to define mappings between the elements of the abstract syntax used in the different models. The hetero-
geneity remains “only” at the semantic level (which we admit is not the easiest problem!). We present how models
involving different models of computation can be composed, using Ptolemy and other approaches, in Section 4.3.3.

We conclude here our section on the capture of the syntax and semantics of modeling languages. Capturing
the semantics of modeling languages is a mandatory step in heterogeneous modeling because the composition of
heterogeneous behavioral models can have a well defined meaning only if the behavior of the composed models is
well defined. We will see in section 4.3.3 that the approaches presented in this section differ greatly in the means
that they provide to address the heterogeneity problem. Other techniques exist but we focused on techniques which
we find of particular interest in the context of multi-paradigm modeling. We now explore techniques which address
directly the heterogeneity problem.

4.3 Approaches addressing the heterogeneity problem
We have identified several types of techniques which address the heterogeneity problem in different ways. We
propose to classify these techniques according to the following categories:

• Techniques based on the translation of models, which aim at supporting the translation between modeling
languages;

• Techniques based on the composition of modeling languages, which allow the construction of composed
modeling languages;

• Techniques based on the composition of models, in which heterogeneous models are assembled together;

• Techniques based on the joint use of modeling tools, which target the correct interoperation among hetero-
geneous modeling tools;

• Techniques based on a unifying semantics, which propose a unique but customizable semantic support for
describing heterogeneous models.

This classification shares similarities with the classifications proposed in [34] and [35]. In particular, the way
we group some of the reviewed approaches is comparable to the grouping which is proposed in these classifica-
tions. However, the classification that we propose can be considered as an adaptation and an extension of these
former works in the MPM context as presented at the beginning of the paper. First, we show how the approaches
presented in each category of the classification address the different facets of the heterogeneity problem introduced
in Section 3.2. Moreover, our classification includes approaches which have been developed in the context of
Model Driven Engineering (MDE). In addition, we have tried to review approaches which cover different activities
of the development cycle — e.g. specification, design, simulation, model-checking, etc.

We detail the different categories of techniques which we propose in the following sections and provide exam-
ples of existing approaches for each category.
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Fig. 5: Combination of facets
with Rosetta Fig. 6: Lattice of the Rosetta domains

4.3.1 Techniques based on the translation of models

The techniques which we present in this section help translating models between modeling languages. Considering
the different cases of heterogeneity described in Section 2.3.1, this method corresponds conceptually to a transition
from the second line of Table 1 (models described using different modeling languages) to the first line of the table
(models described using a single modeling language). Therefore, this method enables a reduction of the effort
needed to use heterogeneous models together.

In the context of the translation of heterogeneous models, the main concern is the choice of the modeling
language which should be the target of the translations. The underlying problem is of course the preservation of
the semantics of the models in the target language. There are three possibilities: (1) choosing one of the modeling
languages involved in the heterogeneous models as a target, (2) choosing another modeling language as a target or
(3) composing the modeling languages involved in the heterogeneous models and choose this composed modeling
language as a target. In this section, we deal only with the first two options, we discuss the third one in Section 4.3.2
in which we introduce approaches targeting the composition of modeling languages.

Several techniques exist for translating models. Most of them are now generally classified under the term
“model transformation techniques”. An introduction to model transformation and a survey of model transformation
techniques can be found in [36] and [37]. In this section, we present approaches which propose techniques for
translating models which describe the behavior of systems in the case of graph based, logic based and co-algebra
based representation of models.

ATOM3 ATOM3 [38] is a tool which implements a model transformation technique based on graph rewriting.
In this approach, models are represented internally using graphs and model transformations are modeled by graph
grammars which specify rewriting rules. To guide the choice of the target language of the transformation, the
authors propose a “Formalism Transformation Graph” (FTG) which formalizes the relations existing between well-
known modeling formalisms. This method is flexible since the meta-model which is the target of the transformation
can be chosen according to the current objective of the designer. Moreover, this method can support a wide range
of modeling languages, provided that their abstract syntax is described by a meta-model and that a transformation
can be written between the meta-model of this language and the target meta-model (we emphasize here that this
may be particularly difficult for certain types of languages). The main drawback of this method is that the number
of transformations to design increases exponentially with the number of languages to take into consideration.

HETS (Heterogeneous Tool Set) HETS [39, 40] is a tool which implements an approach based on the notion
of colimit (as defined in category theory). This approach uses a graph of logics and logic translations, formalized as
institutions and comorphisms. Based on this graph and on the notion of colimit, this approach allows the automatic
determination of a logic in which two models described in two different logics can be translated. Therefore,
this approach supports heterogeneous models through the translation between logics. HETS, the tool set which
supports this approach, integrates parsers, static analyzers and theorem provers for several logics, thus allowing
proof management on heterogeneous models. The major advantage of such an approach compared to ATOM3 is
that the graph of logics is used to provide automated support for the transformations.

Rosetta Rosetta [41, 42] is a system specification language with a formal semantics based on co-algebras. We
introduce Rosetta in this section on approaches based on the translation of models, but Rosetta also provides
features for the composition of models which are particularly interesting. We present here the general principles
of Rosetta, we will insist on its composition features in Section 4.3.3.
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Rosetta is a language for expressing constraints in the context of the description of the specifications of a
system. Rosetta introduces the notion of “facet”, which models a particular aspect or view of a component, e.g. its
function or its energy consumption. Rosetta allows the combination of facets either in order to assemble models of
components or to model different aspects of one component, as it is illustrated on Figure 5. In Rosetta, “domains”,
which are special kind of facets, encapsulate vocabulary and semantics for domain specific modeling. Domains
are related to each other by extension relations, thus forming a lattice which is shown on Figure 6. The semantics
of a Rosetta facet is denoted by a coalgebra defining observations on changes over an abstract state. This is the key
concept underlying this approach: since the state of a facet is only an observation of an abstract state, it is possible
to define multiple state observations with multiple semantics and to keep them related. Composition operations as
well as transformations are defined on facets thanks to the domain lattice. Therefore, Rosetta provides a formal
support for multi-paradigm modeling through both model composition and model transformation.

Pros and cons The purpose of translation-based approaches is to allow the translation of models be-
tween different modeling languages, whether they are dedicated to different domains, to different levels of
abstraction, to different views or to different activities. Therefore, they address some of the issues caused
by the four causes of heterogeneity. However, the transformation of models may be very complex depend-
ing on the semantic gap between the underlying paradigms of the source and target modeling languages.
Moreover, these approaches do not provide support for “gluing” models together once they have been
translated, which is necessary to run global analyses. As illustrated in Section 2.3.1, a semantic gap may
remain between models even after translation, which may make this task difficult. Approaches based on
the composition of models such as Rosetta address this issue and will be discussed in Section 4.3.3.

4.3.2 Techniques based on the composition of modeling languages

As introduced in the previous section, when dealing with heterogeneous models, an idea is to compose the model-
ing languages involved in the heterogeneous models and to choose the resulting composed modeling language as a
target for a model transformation. The composition of modeling languages whose abstract syntax is described by
a meta-model can be achieved using meta-model composition techniques.

Composition of meta-models In [43], M. Emerson and J. Sztipanovits present several techniques for com-
posing meta-models. In such approaches, the elements contained by different meta-models are assembled using
several types of operators (equivalence, merge, etc.). The resulting meta-model therefore contains a mixture of the
elements present in the source meta-models.

The main advantage of using a composed meta-model as the target of the transformation is that the information
loss can be reduced since the target meta-model contains elements of the source meta-models. However, this
method is not scalable since it implies the modification of the target meta-model and of the associated model
transformations each time an additional modeling language is taken into consideration. Moreover, it is important
to note that for the moment most methods for composing meta-models do not provide support for handling the
semantics which may be attached to the elements of the meta-model (and which may be defined using one of the
approaches introduced in Section 4.2 for example). In the next section, we present an approach which allows the
composition both at the syntactic level and at the semantic level.

Semantic Units (SUs) As introduced in Section 4.2.2, Semantic Units can be used for semantic anchoring
of modeling languages whose abstract syntax is defined by a meta-model. In [44], the authors show how SUs
can be used to support heterogeneous modeling. The authors first define the notion of “primary” SU. A primary
SU captures the minimal semantic elements of a particular class of modeling languages. As such, the notion of
primary SU is similar to the notion of model of computation as defined in Section 4.2.3. Then the authors propose
mechanisms for composing SUs in order to form more complex SUs. SUs which are built from primary SUs are
called “derived” SUs. Derived SUs can also be composed with other SUs and so on. Two steps are necessary
for composing SUs. First, correspondence tables have to be created to define relations between the abstract data
models of the constituent SUs. Then execution rules have to be created to define how the execution rules of the
constituent SUs interact. These additional execution rules play the role of execution orchestrators.

This approach applies to multi-paradigm modeling since a composed SU defines a semantics which is made
of heterogeneous primary semantics. As a consequence, a modeling language whose semantics is anchored on
a composed SU is a “multi-semantic” modeling language. The main asset of the SU approach is that it offers
the reusability of the semantic descriptions of modeling languages. This approach can be used in association
with model transformation techniques as mentioned earlier, but it can also be used to build new DSMLs (Domain
Specific Modeling Languages) with a well defined semantics “on demand”.
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Pros and cons By allowing the creation of hybrid modeling languages, approaches based on the
composition of modeling languages can be used to create “multi-domain” or “multi-abstraction” modeling
languages. It is also possible to use this type of technique to extend a modeling language with concepts
for representing heterogeneous views. The main drawback of these methods is their lack of scalability.
Each time an additional modeling language is taken into consideration, the target hybrid language must be
rebuilt. Moreover, existing models described using this language must also be updated, as well as model
transformations targeting this language.

4.3.3 Techniques based on the composition of models

The third type of techniques which we have identified is based on the composition of models. By “composition of
models” we mean the coherent coupling of several heterogeneous models.

We begin this section by presenting techniques which are based on the concept of Model of Computation
(MoC) introduced in Section 4.2.3. As previously mentioned, MoCs present characteristics which facilitate the
support of heterogeneity. In this context, heterogeneous models are models which involve different MoCs.

Ptolemy II Ptolemy, which was introduced in Section 4.2.3, is specifically designed to support heterogeneous
modeling and is oriented toward simulation. In Ptolemy, heterogeneous models are organized into hierarchical
layers, each layer involving only one MoC, i.e. one Ptolemy domain. This is achieved through the use of “opaque
composite actors”. The principle, which is illustrated by the actor named A2 on Figure 7, is the following: (a) an
actor which is used in a model involving a domain (i.e. a director and corresponding receivers) D1 can contain
other interconnected actors and (b) these internal actors can be interpreted according to a domain D2 which is
different from D1. An actor such as A2 is said to be “composite” since it contains other actors, and it is said to be
“opaque” because it appears as an atomic actor from its outside environment. Thanks to this hierarchical structure,
each hierarchical level in a model can involve a different MoC and MoCs are combined in pairs at the boundary
between two hierarchical levels.

Fig. 7: Atomic and opaque composite actors in Ptolemy

To our knowledge, Ptolemy is the approach which supports the widest range of models of computation. The list
of supported MoCs includes continuous-time modeling, several types of dataflow semantics, finite state machines
and modal models, various kinds of process network semantics and different versions of discrete-events semantics.
From our point of view, the main drawback of the Ptolemy approach is that the way MoCs are combined at a
boundary between two hierarchical levels is fixed and coded into the Ptolemy kernel. This implies that a modeler
has either to rely on the default adaptation performed by the tool, or to modify the design of parts of its model (by
adding adaptation components) in order to obtain the behavior he expects. ModHel’X, which we describe in the
following paragraph, addresses this issue.

ModHel’X In ModHel’X [45], models are made of “blocks”. The notion of block is a generalization of the
notion of actor, the main difference being that the behavior of actors is fired whereas the behavior of blocks is
observed. This means that blocks are considered as “complete” black boxes whose internal control flow remains
hidden. If a block needs to receive control information to trigger internal mechanisms, it uses ports, just like
for data. As a consequence, in ModHel’X, a MoC is seen as the set of rules which define how to combine the
observations made on the blocks of a model to obtain an observation of the model. An important advantage of
the ModHel’X approach lies in the notion of “interface block”. The behavior of an interface block is described
by an internal model which is hidden from its outside environment. The MoC involved in this internal model can
be different from the MoC involved in the model in which the interface block is used. Therefore, the notion of
interface block allows hierarchical heterogeneity, like the notion of opaque composite actor of Ptolemy. However,
unlike an opaque composite actor, an interface block includes an “adaptation layer” which allows the modeler to
specify explicitly how the semantics of the MoCs are adapted at the boundary between the two heterogeneous
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hierarchical levels. This allows the flexible combination of models involving different MoCs in a hierarchical
structure without modifying the models which are assembled.

“42” In both Ptolemy and ModHel’X, describing the execution and communication rules defined by a MoC is a
difficult task. The choice made by the authors of the “42” approach [46] is to automate the description of these rules
as much as possible. In 42, which relies on the synchronous paradigm, the code of the MoCs (called “controllers”)
is generated from the contracts of the components (described using automata), from the relations between their
ports and from additional information related to activation scheduling. The strength of this approach resides in the
description of the behavioral contract of components. However, such a description may not be available (in the
case of an external IP — Intellectual Property — i.e. a component provided by a third party for instance) or may
not be easy to establish, in the case of continuous time behaviors for example. Moreover, the approach seems to
restrict the set of supported MoCs.

Rosetta A last approach to cite in this section is Rosetta. As introduced in Section 4.3.1 when detailing ap-
proaches of the translation of heterogeneous models, Rosetta relies on the notion of “facet” for modeling different
aspects or parts of a system. Rosetta is particularly interesting for the composition of models because it allows
the “vertical composition” of facets. Vertical composition consists in assembling facets which represent multiple
views of the same component. Using vertical composition, a component is represented by a “laminated model”,
which is made of facets representing different views of the component which interact with each other. Thanks to
these particular concepts, Rosetta addresses both the heterogeneity of domains and the heterogeneity of views.

Pros and cons The composition of models addresses issues related to the four types of heterogeneity
and seem very versatile. MoC-based approaches such as Ptolemy, ModHel’X or 42, address the issues
related to the heterogeneity of domains and to the heterogeneity of levels of abstractions thanks to hierar-
chical composition. Both the heterogeneity of domains and the heterogeneity of views are addressed by
Rosetta. In addition, Rosetta also aims at addressing the issues caused by the heterogeneity of activities by
proposing a set of tools for simulating Rosetta models and for generating test vectors using Rosetta specifi-
cations (even if this tool support does not seem very mature for the moment). As a conclusion, by avoiding
model translation, model composition techniques provide a way to address the heterogeneity problem while
preserving the modularity of models.

4.3.4 Techniques based on the joint use of modeling tools

We have focused so far on approaches which help handling the heterogeneity problem either at the level of modeling
languages or at the level of models. Other approaches exist which help handling the heterogeneity problem at the
level of modeling tools. The general idea is to take advantage from the performance and accuracy of tools which
are optimized for specific modeling languages and to build “bridges” which facilitate the use of these tools in an
heterogeneous context. Cosimulation techniques6, which we introduce in this section, are based on this idea.

Cosimulation has been extensively investigated in literature. Examples of existing approaches can be found
in [48]. Some cosimulation environments integrate a fixed and restricted set of simulators. For instance, in the
MUSIC approach [15], SDL-Matlab cosimulation is used for system-level validation. Specific hardware/software
cosimulation environments are also proposed as commercial tools such as Seamless by Mentor Graphics7. Other
cosimulation approaches aim at supporting the connection of any type of simulators so that they execute different
models in a consistent manner. The main issue of this kind of approaches lies in the synchronization of the
heterogeneous simulators as well as the communication of heterogeneous data among them during the simulation.
In the following, we present several approaches which provide support for this type of cosimulation.

High Level Architecture (HLA) HLA [49] is a standard initially developed by the US Department of Defense
(DoD) in an effort to facilitate the interconnection of simulators. The goal of HLA is to standardize the way simu-
lators, which are called “federates”, can connect on a “Run-Time Infrastructure” (RTI), i.e. a middleware, to form
a “federation” (see Figure 8). The HLA specification includes “Rules” that simulators must obey to be compliant
to the standard and defines an “Interface Specification” which tells how HLA compliant simulators interact with
the RTI. HLA also defines an “Object Model Template” (OMT) which describes how information is communi-
cated between federates. In conclusion, HLA provides a standard architecture which eases the interconnection of

6 The term “cosimulation” is sometimes given a wider meaning than the meaning we use in this work. In particular, it may refer to approaches
in which heterogeneous models are transformed to be simulated by a unique simulation environment (like in the POLIS approach [47] for
instance).

7 http://www.mentor.com/seamless
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simulators. It is not an implementation itself, but several implementations of the RTI exist and recent simulators
are HLA compliant.

Fig. 8: Interconnection of two simulators with the High Level Architecture (HLA)

It is necessary to emphasize here that simulators which are dedicated to different modeling paradigms usu-
ally have communication and execution models which differ a lot (this is the case in particular when consid-
ering domain-specific modeling paradigms). Therefore, their correct synchronization and coordination for the
co-execution of heterogeneous models are sources of major difficulties [3]. An illustration and formalization of
this problem using DEVS is presented in [50] in the case of continuous and discrete simulators. Therefore, the
goal of several cosimulation approaches is to propose automated support for the coherent synchronization and co-
ordination of heterogeneous simulators as well as for their coherent communication. Such work complements the
work done on HLA which provides an infrastructure for the interconnection of simulators.

Cosimulation bus As an example, in [51, 52], the authors present a cosimulation approach based on SystemC
in which wrappers allow the connection of heterogeneous “modules” (i.e. heterogeneous simulators for models of
parts of the system) on the SystemC environment which is used as a “backplane”. A wrapper consist in a simulator
interface that adapts a given simulation environment to the cosimulation bus and a communication interface ded-
icated to a communication protocol. These interfaces are automatically generated using a library. This approach
targets in particular simulators for continuous time modeling and discrete time modeling. Moreover, it allows the
cosimulation of models at different levels of abstraction.

Pros and cons Approaches based on the joint use of modeling tools present attractive characteristics
in terms of modularity (neither the modification nor the merging of models are needed), of reusability (the
same tool is used for an unlimited set of models) and of performance (dedicated tools are highly optimized).
They address the heterogeneity of domains and of levels of abstraction and we believe that they could also
be used in the context of the heterogeneity of views (by cosimulating the models of different views of
a system) and even of activities (for instance by cosimulating an implementation and an observer which
checks a property). However, the adaptation layer which is required to connect a tool to the others is specific
to this tool, not to the underlying modeling paradigm. Therefore, an adapter built for one tool may not be
easily reused for other tools based on the same modeling paradigm. Another issue is that the interface of a
tool may not provide access to all the information which is necessary for its co-execution with other tools.

4.3.5 Techniques based on a unifying semantics

The last category of our classification concerns approaches which propose a unique but customizable semantic
support for describing heterogeneous models. These approaches are quite specific in the sense that they allow the
expression of semantic variations on a unique and fixed semantic basis. The following descriptions of two different
approaches illustrate this principle.

Metropolis In the Metropolis approach [53], which is oriented toward hardware/software co-design, the seman-
tic basis which has been chosen is process networks. Therefore, in Metropolis, models are made of “processes”
associated with “threads”, and processes communicate by “events” exchanged through “ports” via a “media”. How-
ever, Metropolis allows modelers to customize the way threads synchronize and communicate, therefore allowing
the use of variations of the process networks semantics.

The semantics of models in Metropolis is formalized using trace and trace structure algebras [54]. This ap-
proach, as well as the Tag Machines [55] approach, was inspired by the work of E. Lee and A. Sangiovanni-
Vincentelli on the Tagged Signal Model [32] (see Section 4.2.3). In Metropolis, a trace corresponds to the ob-
servable behavior of an “agent”, i.e. a process, an actor, a module, etc. A trace structure defines a model of an
agent and consists of the set of the possible traces of the agent. A trace structure algebra is used to define how
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these models are composed. Thanks to this formal underlying semantics, Metropolis provides a quite complete
framework of modeling methods and modeling tools for verification, simulation and synthesis.

“Inframodels” “Inframodels” [4, 56] is an approach which is particularly interesting because it supports a wide
range of model analysis techniques, from reachability analysis to model execution. This approach is based on a
special type of labeled directed hypergraphs8 which are called “inframodels”. In this approach, a labeled directed
hypergraph represents all the possible behaviors of a component in terms of successive possible states. Hyperarcs
represent transitions from a set of possible source states to a set of possible target states. As such, this representation
shares similarities with Petri Nets. However, this approach extends Petri Nets by giving the possibility to define
customized firing rules which are used to capture different notions of synchrony.

Pros and cons A common drawback of the approaches presented in this section is that the range of the
modeling paradigms they support is quite limited compared to other types of approaches. However, thanks
to their well defined underlying semantics, they provide an interesting tool support, thus helping to address
the issues related to the heterogeneity of activities.

4.4 Other approaches
After this presentation of the different categories of approaches which we consider in the MPM state of art, we
propose to extend the scope of this survey to approaches which we do not consider as multi-paradigm modeling
approaches but which provide interesting features for handling heterogeneity.

4.4.1 Component-based approaches

In the context of component and service-oriented software development, an important goal is to enable the compo-
sition of components or services developed by third-parties, which are therefore potentially heterogeneous. When
integrating such components, mismatches between their interface signature, their behavior, their protocol, their
requirements in terms of quality of service or their semantics may arise.

In this section, we review different techniques that have been developed to handle these issues. We believe
that these techniques could apply to heterogeneous modeling since, in the context of model composition, models
could be considered as software components. Therefore, for each technique, we try to emphasize its interest for
multi-paradigm modeling.

Compatibility checking A first idea to prevent the mismatch between components is to check their compati-
bility by using the description of their behavior or of their interface. The compatibility between components ensures
that their interaction is possible, considering the available information on their interface and on their behavior.

Several approaches exist in this domain. For instance, in [57], “interface automata” are used to capture the
temporal I/O behavior of components, i.e. assumptions about the order in which the methods of a component
are called and the order in which the component calls external methods. Interface automata interact through the
synchronization of input and output actions. They allow the automatic checking of the compatibility of components
using the composition of the automata which represent their interfaces: two components are said to be compatible
when the composition of their interface automata has a nonempty set of states.

In [58], component interfaces are defined by L. de Alfaro and T. Henzinger as sets of constraints that apply to
the environment of the components for guaranteeing their behavior. As such, interfaces express the assumptions
the designer makes about the environment in which the component is to be deployed whereas the model of the
component specifies how the component behaves in an arbitrary environment. These definitions are used as a
basis for defining interfaces theories, which consist of interface algebras, component algebras and implementation
relationships. With interface theories, it is possible to manipulate concepts such as implementation, refinement,
composition and decomposition in the context of component based design and verification. For instance, if we
decompose an interface into smaller interfaces and if we build components that implement these interfaces, then
the interface theory guarantees that the components can be composed and connected to form a system which
implements the initial interface.

Interface automata and interface theories provide general and powerful mechanisms for compatibility and com-
posability checking in component-based design. An interesting application of interface automata to compatibility
checking for Ptolemy II components and directors is presented in [59]. This work shows how these concepts can
be applied to heterogeneous model composition when based on the concept of model of computation.

8 Hypergraphs are graphs in which edges, called hyperarcs, can connect any number of vertices, called nodes.
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Component adaptation (software adaptation) When the behavior of components is not fully compatible,
another idea is to correct their behavior to enable their composition. This is the goal of software adaptation [60, 61].

Two different types of correction are usually cited: the generation (as automatic as possible) of static adaptors
and the dynamic correction at run time. The generation of static adaptors is now a quite well known subject, with
formal definitions [61], formal methodologies [62] and enforcement of liveness or safety properties [63]. However,
the computation cost in most of these approaches is usually high and the size of the generated adaptors important.
Solutions are explored to enable the incremental computation of the adaptors or the on-the-fly modification (e.g.
the removal of incorrect interactions or the behavioral reduction) of adaptors [64].

Approaches in which heterogeneous models are coupled to form composed models (see Section 4.3.3) could
benefit from the application of software adaptation techniques. The concept of semantic adaptation as proposed in
ModHel’X (presented in Section 4.3.3) shows the potential of such an idea.

4.4.2 Heterogeneous interactions

In component oriented modeling approaches, the computation and the communication aspects are orthogonalized.
The description of the computation is split into parts which correspond to the models of the components whereas
the communication is described by one or more interaction models. Various types of interaction exist, including
synchronous or asynchronous message passing (as in usual component models such as the CORBA Component
Model), unbounded buffers (as in some process networks models) or shared variables. Interaction is usually
represented in a model by a connection/link between components. Assigning semantics to connections in a model
can be achieved either in a global way by defining a common semantics that applies to every connection, or
connection by connection with the ability to mix different types of interaction. The former method is similar to the
use of a model of computation (see Section 4.2.3) whereas the latter defines heterogeneous interactions.

BIP (Behavior, Interaction, Priority) BIP (Behavior, Interaction, Priority) [65, 66] provides formally defined
mechanisms for describing combinations of components in a model using heterogeneous interactions. In BIP,
components are described using three layers: one layer defining the behavior of the component (in the form of
a labeled transition system), one layer defining the connectors of the component (i.e. the way it is possible to
interact with it) and a third layer defining priorities among the possible interactions. In a given BIP model, two
links between two components may denote different types of interaction, depending in particular on the nature
of the connectors. Components can be composed to form new “compound” components. BIP supports model
execution and model-checking. Moreover, thanks to its layered and formal representation of components and
interactions, BIP allows correctness by-construction for properties such as deadlock-freedom or liveness.

Architectural Interaction Diagrams (AIDs) Another approach allowing heterogeneous interactions in a
model is proposed in [67]. It introduces “buses” as first-class entities into a modeling paradigm called Architectural
Interaction Diagrams (AIDs). In this approach, buses represent the notion of interprocess communication. The
framework is extensible, allowing the user to implement new interprocess primitives. A mathematical definition of
AIDs is given as a foundation for analyzing the behavior of the AIDs elements.

Both BIP and AIDs share very similar concepts. The main difference between them is, from our point of view,
the underlying mathematical formalization: the advantage of BIP is that it has been designed to enable correctness
by-construction.

Pros and cons The main interest of the approaches presented in this section lies in the flexibility they
offer to modelers for the description of the interaction mechanisms between components of systems. The
heterogeneity of interaction models is difficult to compare to the different types of heterogeneity introduced
at the beginning of the paper. This is mainly due to the fact that a given interaction model is usually associ-
ated to a given modeling paradigm. For instance, Communicating Sequential Processes (CSP) is associated
to the rendezvous interaction model. Providing the ability to mix interaction models in models could even-
tually be considered as an intermediate approach between the composition of modeling languages (see
Section 4.3.2) and the use of a unifying semantics (see Section 4.3.5).

4.4.3 Megamodels

The last approach we present in this extension of our MPM survey is “megamodels”. The concept of “meg-
amodel” [68, 69] is quite recent. According to J. Bézivin and J. M. Favre, megamodels aim at providing structures
for representing the global relationships between models, metamodels, modeling languages, models of transfor-
mations, etc. In [69], six types of relations are proposed: (1) decomposition, (2) representation, (3) belonging
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(to a set), (4) conformance, (5) transformation and (6) semantics. Megamodels therefore allow the definition of
meaningful links between potentially heterogeneous “*-model” elements (model, meta-model, etc.).

Strictly speaking, megamodels cannot be considered as a multi-paradigm modeling technique. Rather, we
consider them useful to study the respective roles of models, meta-models and modeling languages which are used
during the development process of a given system. We believe that this may have interesting applications in model
repositories and that the information provided by a mega-model could be used by multi-paradigm modeling tools.

4.5 Conclusion of the survey
This section on megamodels ends our survey of the techniques which relate to MPM. We have seen that many
techniques have been developed to address the heterogeneity problem. We have classified these techniques de-
pending on their underlying mechanism and we have tried to show how these different types of techniques address
the different types of issues raised by the different sources of heterogeneity. Still, work remains to be done to
provide engineers with a precise and detailed reference grid for choosing a particular approach when considering a
particular problem. In the next section, as a first step in that direction, we discuss the qualities which we consider
important for MPM approaches from an engineering point of view.

5 Qualities of MPM approaches

In the survey presented in the previous section, we have reviewed different types of techniques and we have seen
how they address the different facets of the heterogeneity problem. In this section, we focus on the qualities which
MPM approaches should have from an engineering point of view, independently from their underlying mechanisms
or from the type of heterogeneity they address.

From our survey, we have extracted two criteria which are significant to us: (1) support for an open set of
modeling languages, (2) support for formal verification of properties. In the following, we detail the reasons that
lead us to choose these criteria and we list the approaches that match them.

5.1 Support for an open set of modeling languages
As we have seen in Section 4.1, the ad-hoc combination of a finite set of modeling paradigms is a well addressed
issue. However, the development of MDE entails the use of many types of modeling languages — in particular
Domain Specific Languages (DSLs). It is recognized now that DSLs are a key feature to gain efficiency and
productivity as well as to improve the quality of systems [2]. Thus, the development of MDE leads to the need for
more flexible tools which are able to support the use of such languages. Thanks to metamodeling techniques, tools
such as GME [70] or the Eclipse Modeling Project (EMF, GEF, GMF)9now allow the automatic generation of tool
support for user defined modeling languages. In the same way, MPM tools should be easily and automatically
extended for supporting additional modeling languages. This is possible only if the approach is generic enough
and has been designed to support an open set of modeling languages.

Model transformation approaches such as [38] fit this criterion of genericity. The cost for supporting an addi-
tional modeling language, provided that its meta-model is available, is mainly due to the design of the transforma-
tion(s) from this language to the target modeling language(s).

Approaches based on the composition of modeling languages are generic in the sense that they allow the
composition of any languages provided that their syntax and semantics are expressed in a given format. However,
as introduced in Section 4.3.2, their practical application can be very costly.

Most of the model composition approaches such as Ptolemy II and ModHel’X also match this criterion of
genericity. With model composition approaches, the cost of adding support for an additional modeling language
corresponds to the description of the semantics of the modeling language using the provided tools (MoCs, co-
algebras, etc.). This task can be very difficult. However the ability to glue models described using this new
language with other models is automatically provided by the underlying mechanism of the approach (which is the
main interest of this kind of approaches).

Cosimulation approaches which support the addition of any type of simulator are generic. For instance, the
approach described in [48] allows the connection of an additional simulator by generating a wrapper for plugging
it to the simulation bus. The cost of this addition comes from the necessary analysis of the simulator for adding
the corresponding elements to the library which is used for the generation of the wrappers.

9 http://www.eclipse.org/modeling/
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5.2 Support for formal verification of properties
The verification and validation phases are of crucial importance in the development cycle, especially when de-
signing critical systems. When considering heterogeneous models, the verification and validation tasks, which are
already highly complex by nature, require extraordinary efforts (when they are not merely impossible). Several at-
tempts have been conducted to address the multiple issues in this domain. In this last section, we review approaches
that allow reasoning about the formal properties of heterogeneous models, therefore providing an essential support
for the verification and validation tasks.

With respect to this criterion, we have found Rosetta (see Section 4.3.1) and BIP (see Section 4.4.2) of par-
ticular interest. The distinctive feature of Rosetta is the ability to formally combine different views of a given
component. Thanks to coalgebras, Rosetta seems to support a very wide range of semantics, including non state-
based semantics. However, Rosetta has been designed as a specification language with a high level of abstraction
and Rosetta models are not directly executable. This means that the designer cannot use Rosetta during the design
phases of the development process and has to change for another language. In addition, its tool support does not
seem to be mature for the moment. Parsers, interpreters (for a subset of the Rosetta language) or test vector gener-
ators have been developed but seem to be disconnected initiatives, thus leading to a multiplication of the tools to
use when dealing with Rosetta specifications.

As for BIP, in our opinion, its main strength is the ability to obtain correctness by construction for several
properties such as mutual exclusion or deadlock-freedom. In the context of complex systems, such an ability can
be a serious advantage since usual model-checking methods reach their limits. However this feature seems to be
experimental for the moment and restricted to a subset of the BIP language [71]. In a more traditional way, BIP is
supported by an execution platform and a model-checking tool called IF. The fact that the hierarchy used in BIP is
not strict (i.e. components are not considered as black boxes) can be considered as a drawback: the formal power
of BIP is at the expense of modularity. Moreover, the way the behavior of components has to be expressed using
labeled transition systems limits the range of supported semantics.

Among other interesting approaches, we also have selected Metropolis and interface automata. Metropolis
provides the designer with a model verification feature based on its formal semantics (trace structure algebras).
The main interest of Metropolis lies in its tool support. As a counterpart, it is limited to process network-oriented
languages. In the domain of component-based design, the work by L. de Alfaro and T. Henzinger on interface
automata and interface theories defines a solid formal basis for compatibility checking. Interface automata have
been used in Ptolemy II for checking the compatibility between actors and domain directors. As such, interface
automata seem promising for MPM.

In conclusion, it is obvious that reasoning formally about properties at a global level on a set of heterogeneous
models is a challenge. As we have seen in this section, research in this domain is ongoing. Several important
advances have been made, but there are still important limitations. In the next section, we conclude this paper and
give some perspective for this work.

6 Conclusion

It is now widely admitted that there is no single modeling technique which is suitable and convenient for all
the stages in the development of all the parts of a complex system. It is also generally agreed that the resulting
heterogeneity of models causes major difficulties for system engineering. However this consensus has not lead to
a coherent research effort in this direction yet. We believe that the role of the Multi-Paradigm Modeling research
field is to bring a global vision of the issues and of the state of the art that relate to the heterogeneity of models.

In this paper, we have identified and illustrated the causes of this problem which we call the “heterogeneity
problem”. We have used these results to propose an extended definition of the Multi-Paradigm Modeling (MPM)
domain with research axes which correspond to the different facets of the heterogeneity problem. After a presen-
tation of the MPM context, we have explored the existing MPM approaches in a survey in which we identified
different types of techniques. In the presentations of the different types of techniques, we have highlighted how
these techniques address the different facets of the heterogeneity problem. We have concluded the survey by
presenting a set of qualities which we consider important for MPM approaches from an engineering point of view.

The work presented in this paper lays the foundation of a framework for comparing MPM approaches. This
framework certainly needs to be further studied and refined, but we think it opens some tracks which may help
to build a research roadmap for Multi-Paradigm Modeling. The preliminary results presented in this paper show
that there is no single type of technique which solves all the categories of problems. This seems very natural to
us, in fact: just like different modeling paradigms are used for different modeling goals, it seems reasonable to
use different techniques for solving different heterogeneity problems. The important thing is that these different
techniques, used in conjunction, should help modelers to use different modeling techniques all along the design
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cycle. Much work remains to be done on the interoperability of MPM techniques to achieve such an objective. We
believe that this work should be done while keeping in mind the different causes of the heterogeneity problem in
order to improve the adequacy of MPM techniques to the different facets of the heterogeneity problem.
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